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Abstract— We propose economically autonomous behavior as
a novel goal for robotic systems. Currently examples of robotic
autonomy are often limited to restricted physical environments
such as a factory or road. In this paper we instead restrict
the notion of autonomy to a social environment: the economy.
We define economically autonomous behavior and describe
different levels of independence culminating with hypothetical
examples of economically autonomous robotic systems.

I. INTRODUCTION

It is often the case that a robotics conference one hears
presentations about autonomous robots. Such language might
amuse or anger the philosophers among us. We might ask:
“Autonomous!? Does this mean a robot has free will?” As
we shall see autonomy (understood philosophically) and the
linked notion of free will are difficult for robots to fully
achieve. This paper will define a new variety of autonomy
that is perhaps more immediately realizable.

Economic autonomy is the ability to independently operate
as a result of income generated. Modern robotic systems need
resources in order to function, such as power to drive motors
or consumable parts like tires. For economic autonomy
it is necessary to obtain resources needed for continuing
existence. However, to be independent (in the sense implied
by autonomy) these resources may not be the gifts of an
interested party (analogous to the food and shelter a parent
gives to a dependent child). The resources should instead be
acquired with the income generated by the robot’s activities.

II. A UTONOMY

Let us compare this definition of economic autonomy
to descriptions of autonomy that occur in the literature
concerning autonomous robots.

A. Robotic

Much of the work discussing autonomy in robotic sys-
tems focuses on avoiding human intervention. Especially in
hazardous contexts (such as space exploration or high speed
manufacturing plants) it is desirable for a robot to be able
to function without the intervention of operators.

In “Animal behavior as a Paradigm for Developing Robot
Autonomy” Anderson and Donath discuss ethological re-
search as well as some different definitions of autonomy in
robotics. They describe “self autonomy” as “behavior which
may be characterized as supporting self survival.” They also
discuss “imposed autonomy” as “behavior which does not
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benefit the robot but fulfills some desired task which we
impose upon the system” [2].

It is interesting to draw analogies between self-survival
and self-interest in an economic sense. Indeed Adam Smith’s
theory of economics was predated by an account of the role
of self-interest in morality [16].

Franklin and Fraesser provide “A Taxonomy of Au-
tonomous Agents” that applies to biological agents, com-
putational agents and robotic agents [8]. They does so by
reviewing a number of definitions for a variety of agents.
For instance, they examine Maes’ description of autonomous
agents as “computational systems that inhabit some complex
dynamic environment, sense and act autonomously in this
environment, and by doing so realize a set of goals or tasks
for which they are designed” [12]. Here Maes’ definition
mirrors the above description of imposed autonomy. Franklin
and Fraesser move on to provide their own definition:

An autonomous agent is a system situated within
and a part of an environment that senses that
environment and acts on it, over time, in pursuit of
its own agenda and so as to effect what it senses
in the future.

They also more narrowly describe autonomy as the property
meaning an agent “exercises control over its own actions.”

Currently, robots exhibit control over their own actions but
only in limited domains. A robotic system might operate in a
factory free of direct human intervention. In this situation it
has its power provided and is placed in a sheltered environ-
ment with a limited task to accomplish to ensure that it can
go about existing. A robotic vehicle might take part in an
autonomous robotics challenge like DARPA’s yearly Grand
Challenge or the Robocup. For the duration of the contest the
robot would be (figuratively speaking) on its own. The rules
of the DARPA’s grand challenge in fact stipulate that the
“vehicles must demonstrate fully autonomous, unmanned,
and safe operation” [1].

However, the ideal of full autonomy (that is autonomy
as exhibited in all spheres of human life) is still a very
distant goal. We would argue that this is due in part to the
complexity of tackling autonomy in the sense implied by
philosophy.

B. Philosophical

Autonomy is an often invoked but controversial element
in philosophy. It plays a fundamental role in both political
philosophy (specifically liberalism) as well as moral philos-
ophy [5].

Kant expounds on autonomy directly and at length:



Autonomy of the will is the property of the will
through which it is a law to itself (independently
of all properties of the objects of violation). The
principle of autonomy is thus: ’Not to choose
otherwise than so that the maxims of one’s choice
are at the same time comprehended with it in
the same violation as universal law.’ That this
practical rule is an imperative, i.e., the will of
every rational being is necessarily bound to it as
a condition cannot be proved through the mere
analysis of the concepts occurring in it, because
it is a synthetic proposition; one would have to
advance beyond the cognition of objects and to a
critique of the subject, i.e., of pure practical reason,
since this synthetic proposition, which commands
apodictically, must be able to be cognized fullya
priori ; but this enterprise does not belong in the
present section. Yet that the specified principle of
autonomy is the sole principle of morals may well
be established through the mere analysis of the
concepts of morality. For thereby it is found that
its principle must be a categorical imperative, but
this commands neither more nor less than just this
autonomy [10].

While Kant’s description is characteristically circuitous we
can see that for Kant, autonomy acts as “the sole principle
of morals.” Self-imposition of autonomy in pursuit of the
universal moral law was for Kant a crucial process for moral
beings.

While Mill does not explicitly use the word autonomy,
one can see the value supported by his vigorous defense
of liberty [14]. Mills championing of individual liberty and
bounds for political authority (we argue) are evidence of tacit
approval of autonomous behavior. Moreover, Mill’s variety
of utilitarianism implicitly invokes the individual’s choice
and argues that it should be for higher pleasures as opposed
to the physical.

Indeed for moral philosophers autonomy becomes a value
of central importance because if we cannot choose our
actions then discussions about accountability and blame
become less coherent. However (especially in the case of
robotics) it may not be possible to assume the freedom of
will required for full autonomy.

III. F REE WILL & ROBOTICS

Is it possible for a robot be autonomous in the philosoph-
ical sense. Can a robot have its own intent? When a robot
chooses, does it not do so in a manner prescribed by its
construction?

These questions are usually debated in philosophy as
problems of concerning free will. If a robot can control
its decisions then it has free will. And likewise, if a robot
can control its decisions then it is also possible for the
robot to exercise “control over its own actions” and thus be
autonomous according to Franklin and Fraesser’s definition.

What obstacles could exist to a robot being fully au-
tonomous or having free will? From a naive point of view
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Fig. 1. Hubbard’s taxonomy of positions concerning free will [9].

there are two classes of obstacles: obstacles that apply to all
entities and those that are robot specific.

In the case of universal obstacles to free will there are
a number of positions one might take. Hubbard provides a
convenient taxonomy of major positions that is reproduced
in figure 1.

Some philosophers deny that free will exists at all. Often
some variety of determinism is used to justify this position.
These philosophers are labeled “hard determinists” for their
complete embrace of determinism and complete rejection
of free will. For instance, those who subscribe to physical
determinism may argue that a robot’s actions are already de-
termined by the dynamic properties of the physical universe.
We see an extreme version of this position echoed by the
physicist Laplace:

We ought then to regard the present state of the
universe as the effect of its anterior state and as
the cause of one which is to follow. Given for one
instant an intelligence which could comprehend all
the forces by which nature is animated and the
respective situation of the beings who compose
it–an intelligence sufficiently vast to submit these
data to analysis–it would embrace in the same
formula the movements of the greatest bodies of
the universe and those of the lightest atom; for it,
nothing would be uncertain and the future, as the
past, would be present to its eyes. [6]

This intelligence, which is colloquially referred to as



Laplace’s demon, is an allegorical representation of physical
determinism. So those who strongly commit to Laplace’s
view think of the universe as an system that (if all relevant
information is known) will precisely describe past and future.
In such a world, all past present and future robots have no
actual autonomy. Their behaviour is already dictated by the
state of the universe.

A problem more closely related to robotics is that of
deterministic computation. Ironically (for our current subject
matter) a great deal of effort is expended in designing various
computational elements to be deterministic. If we use a
Turing machine as a model for computation then we can
define deterministic to mean “permitting at most one next
move at any step in a computation” [3]. This effectively
means that there is no choice or unpredictable behavior
among deterministic computational systems. We assert thata
robot system which makes use of deterministic computation
cannot be fully autonomous. This is because ultimately, the
system is offered no choice if it always must take its one
next move.

It should also be noted that there are non-deterministic
computational schemes. Some such schemes are simply
probabilistic (which may make those seeking intentionality
in the will-choosing process to reject them). [4]. Other non-
deterministic systems are composed of parallel processes,
each of whose behavior is itself deterministic.

Others whose position is labeled compatibilist (meaning
that free will and determinism are compatible), believe that
the physical world is deterministic but there is still some
room for free will. See Dennett’s Elbow Room for a more
articulate and complete version of this argument [7].

Following Dennett’s line of thought it seems that much
of the work for roboticists seeking free will like behavior is
in solving the problems in creating an object which projects
enough evidence for agents to assume an intentional stance
towards it. Put more simply, a robot needs to exhibit some
coherent reasonable behavior in choosing. If it just choses
probablistically we have no more reason to believe the robot
has free will than we do a slot machine or pair of dice.
However, if the robot has no intent of its own (by just
doing as its designers plan) different problems arise. So, we
may speculate, the problem lies in how the robot choses (or
evolves) its intentional behavior.

McCarthy adopts the compatibilist position and applies it
to robotics. McCarthy argues that free will can be achieved
by “internal decision processes even if these processes them-
selves are deterministic” [13]. He presents a finite state
automata system whose behavior is deterministic but arrives
at its decision by examining internal states (such as the result
of a common-sense reasoning process). For McCarthy the
ability to behave freely is embodied in the phrase “I can but
I won’t” and he further argues that his finite state automata
mimic the linguistic behavior of “can.” He asserts that this
is a variety of free will.

IV. T HE SPECTRUM OF ECONOMIC AUTONOMY

Now that we have reviewed both robotic and philosophical
definitions of autonomy it is time to return to the main topic
of the paper: economic autonomy.

Imagine that a robot is able to earn money by performing
work. This is not unreasonable. For instance, industrial
robotics companies charge companies right now tens of
thousands of dollars for robotic arms. However, imagine that
the robot’s earnings did not go to the manufacturer but were
instead the robot’s own.

How might this come about? A robot would certainly
owe some resources to its manufacturer for the cost of
designing and manufacturing it. However, why should robots
be perpetual slaves as opposed to indentured servants for a
set time?

Let us suppose that a robotic designer is interested in
his robotic systems having full autonomy. Why would such
an expectation stop with respect to the robot’s finances?
Obviously full autonomy encompasses the financial domain.
Why would the sympathetic designer not allow the robots
they create to become financially autonomous?

So let us describe a spectrum of different levels of auton-
omy bounded at one end by parasitic robots and the other
end by a robots capable of reproducing themselves through
their own financial wherewithal.

In the extreme case a robot is not economically au-
tonomous so much though that it acts a parasite feeding
on the money and resources of roboticists. Some researchers
have taken this idea so far as to develop a parasitic humanoid
which relies on a human wearer for both mobility and
training information [11].

A more moderate case would be a robot that generates
income which is applied to its upkeep but only a portion of
its costs. So for instance if a robot generates income through
entertainment performance but this income does not cover
the costs associated with manufacture and maintence then it
is this more moderate case.

One can also imagine a robots that metaphorically “pays
for itself.” This robot earns enough income to pay for its
design manufacturer and upkeep. Existing industrial robots
would probably fit into this class if they were able to keep
their own earnings. Presumably the robots perform enough
work to justify their purchase. If such a robot were legally
entitled to keep the proceedings from such work it could
conceivably emancipate itself (financially at least).

Further along we can imagine a robot which earns enough
income to both pay for itself and pay for parts with which
to repair itself. This possibility is intriguing in that therobot
could “live” indefinitely (supposing that someone exists who
is willing to make parts for what the robot can pay). Such a
robot has a variety of subsistence economic autonomy where
it is able to survive and keep at the level of functionality
roughly equivalent to that at the time of its manufacture. A
trivially more sophisticated economically independent robot
would be one that is able to earn enough income to improve
its capabilities.



Toward the far end of the continuum we can hypothetically
conceive robots which can earn enough money to fund their
reproduction. Taking an mutualist view (such as Pollan did
in Botany of Desire (where he argued that plants exploit
us to grow and improve themselves)) one might argue that
automated computer trading systems whose success begets
bigger and better automated trading systems exhibit this sort
of behavior [15]. So let us imagine that a peculiar sort
of auto-mat opens up on the street corner. This auto-mat
operates like most others dispensing goods with a robot arm.
However this robotic auto-mat uses the profits from its sales
to pay for the manufacture and assembly of copies of itself.
As such it provides an example of economic autonomy.

An amusing permutation of this line of thought is one pos-
sible shortcut to legal person-hood for autonomous robotics.
If a future robot were able to show that it is functionally
equivalent to a natural person (in the jurisprudence sense)
then conceivably a group of robots could found a corporation
that would have some civic rights normally reserved to
persons (such as filing lawsuits).

V. EXPERIMENTING WITH PERCEIVED AUTONOMY

Do we view artificats that exhibit autonomy as being more
accountable and appropriate to blame for wrongdoings? This
forms an interesting and experimentally testable hypothesis
about how autonomy (economic or otherwise) might interact
with moral notions like blame, harm, and accountability.
An ideal design for an experiment would be to present
participants with a variety of robots exhibiting differentsorts
of autonmous behavior and then to ask participants to ascribe
intentions to the robots.

This paper is a collection of preliminary ideas for both
creation of economically autonomous robots and examining
how they are viewed by other moral beings.
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